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Abstract
We propose Nimble, a QoS-aware resource management
framework for edge-assisted microservice environments. We
build a preliminary prototype of Nimble and show its appli-
cability in terms of resource utilization and execution latency
for microservices in a small-scale testbed setup.
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1 Introduction
With the increase number of Internet-of-Things (IoT) appli-
cations [4, 9, 13, 15, 22, 24] and programmability of cloud
platforms, most of the applications are uploaded frommobile
to cloud platforms. However, uploading to cloud platforms
incur high latency due to limited effective bandwidth and
link failures, therefore it fails to provide Quality-of-Service
(QoS) requirements to IoT applications, such as video stream-
ing and virtual reality [6]. Such problems are resolved by
introducing the edge computing platforms [8, 10, 23], it basi-
cally minimizes the network latency and optimizes the avail-
able resources. These days, edge platforms have adopted
microservice-oriented frameworks [3], where the applica-
tions are decomposed into small and independent microser-
vices to provide better performance to edge-assisted users [7].
The microservice-oriented framework [2, 11, 12, 17, 18, 21]
provides better parallelism and efficiency to services on the
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edge-assisted servers using standard containerized technol-
ogy to enable easy programmability, minimal deployment
efforts and low cost for their executions. The containerized
framework of microservice instances is considered to be one
of the important example of edge platforms. Here, the IoT
applications are decomposed into a significant number of
microservices and their instances are executed on the edge-
assisted servers to optimize the performance.
The main property of such microservice-oriented edge

platforms is to execute the microservice instances efficiently
placed on the containers of edge-assisted servers. On edge
platforms, the microservices are mostly presented in terms
of Function-as-a-Service. The edge-assisted containers pro-
vide heterogeneous resources [20] (CPU, memory, storage,
network) to microservice instances for efficient execution
and be in the service of incoming edge-assisted users while
maintaining the minimal resource provisioning price. For
most of the edge platforms providing minimal pricing and
latency to edge-assisted users comes among the highest pri-
orities. The incurred provisioning price of microservices
comes from the operational price of edge-assisted servers
and managing/scaling the containers, which is mainly deter-
mined by the fractures and the variety of containers serv-
ing several kinds of microservices. Similarly, the edge plat-
forms need to spawn up brand new microservice instances
on the edge-assisted servers, which includes migration of
container images, starting and connecting them to appro-
priate instances. This basically incurs the deployment price,
which is determined based on the price of running containers
for a particularity duration. Hence, it needs to be optimized,
by circumventing recurrent deployment and expulsion of
microservice instances. This work tackles the problem of
providing adequate amount of resources to microservices for
edge platforms. Given the multiple containers are running in
edge-assisted servers, the main question is: how to allocate
resource fairly and adequately to microservices to acceler-
ate their execution with fluctuating workload changes and
achieve better QoS for edge-assisted users. The important
challenge in designing such solution is to come up with an
online algorithm to accomplish the upper-mentioned objec-
tives in the presence of rapid workload changes significantly
over time. We present Nimble, a QoS-aware resource man-
agement framework for microservices, which provides better
resource utilization and minimal latency.
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2 QoS-Aware Resource Management for
Microservice Environments

The main objective of QoS-aware resource management
framework is to provide adequate amount of resources to
microservices and place them in the edge-assisted containers
to optimize the resource utilization of microservice environ-
ments over time slot 𝑇 . We formulate the scaling factors: (a)
container placement factor I𝑖 (𝑡), it represents the number of
microservice 𝑖 instances placed on edge-assisted server 𝑠 at
time 𝑡 ; (b) resource management variable J𝑖 (𝑡), it represents
the unit amount of resources available in a container for
microservice 𝑖 on edge-assisted server 𝑠 at time 𝑡 . The total
resource management price are discussed as:
Price Estimation: To approximate the total resource man-
agement price, we design a price estimation framework.

• Functional Price: Suppose 𝛼𝑖 presents the unit price of
running and offloading an instance of microservice 𝑖 to
edge-assisted servers at time 𝑡 , basically ascribed as the
functional price. Therefore, the total functional price is
described as:

P𝑓 𝑢𝑛 =
∑︁
𝑡 ∈ |𝑇 |

∑︁
𝑠∈ |𝑆 |

∑︁
𝑖∈ |𝑀 |

𝛼𝑖I𝑖 (𝑡) (1)

• Placement Price: While placing a brand new instance
of microservice 𝑖 , the framework needs to migrate the
image of microservices to new containers on the edge-
assisted servers. We consider the unit placement price
𝛽𝑖 for microservices. Therefore, the overall placement
price is described as:

P𝑝𝑙 =
∑︁
𝑡 ∈ |𝑇 |

∑︁
𝑠∈ |𝑆 |

∑︁
𝑖∈ |𝑀 |

𝛽𝑖I𝑖,𝑛𝑒𝑤 (𝑡) (2)

where I𝑖,𝑛𝑒𝑤 (𝑡) indicates the newly added instance of
microservice 𝑖 on edge-assisted server 𝑠 at time 𝑡 .

• Execution Price: Once the placement, the microservices
are allocated container resources on the edge-assisted
servers for execution. We consider the unit resource
management price 𝜗𝑖 for microservices. The overall
resource management price is described as:

P𝑟𝑒 =
∑︁
𝑡 ∈ |𝑇 |

∑︁
𝑣∈ |𝑉 |

∑︁
𝑖∈ |𝑆 |

W𝜗𝑖J𝑖 (𝑡) (3)

where W indicates number of microservices present
in a container. The aim is to optimize total price P𝑡𝑜 =

P𝑓 𝑢𝑛 + P𝑝𝑙 + P𝑟𝑒 .

Resource Management Framework: Following the price
estimation, we expressed the QoS-aware resource manage-
ment optimization problem for microservices. The problem

directs to allocate resources to microservices while provid-
ing QoS to edge-assisted users, as microservices require ad-
equate amount of container resources for their execution.
Thus, we design a QoS-aware resource management opti-
mization framework considering total management cost and
resource utilization. We construct a joint resource optimiza-
tion framework for microservices. Therefore, we have,

Min
∑︁
𝑡 ∈ |𝑇 |

∑︁
𝑠∈ |𝑆 |

∑︁
𝑖∈ |𝑀 |

[ resource utility︷︸︸︷
R𝑡

U,𝑖
= 𝜒1P𝑡𝑜︸︷︷︸

total price

− 𝜒2
Q𝑡
𝑖

Q𝑡
𝑡ℎ︸ ︷︷ ︸

QoS factor

]
, (4)

subject to 𝜒1, 𝜒2 = {0, 1}, (5)

P𝑡𝑜 ≤ P𝑡ℎ
𝑡𝑜 ,∀𝑖 ∈ |𝑀 |, (6)

Q𝑡
𝑖 ≥ Q𝑡

𝑡ℎ
,∀𝑖 ∈ |𝑀 |, 𝑡 ∈ |𝑇 |, (7)

where |𝑆 | and |𝑀 | indicate the number of microservices and
edge-assisted servers, P𝑡ℎ

𝑡𝑜 indicates the threshold manage-
ment price, Q𝑡

𝑖 and Q𝑡
𝑡ℎ

indicate the measured and threshold
QoS factor. (4) indicates the joint optimization problem for
microservices. The scaling factors are discussed in (5). (6)
indicates that the total costP𝑡𝑜 needs to be lesser than thresh-
old cost P𝑡ℎ

𝑡𝑜 . (7) indicates that the measured QoS factor Q𝑡
𝑖

needs to be lesser than the threshold QoS factor Q𝑡
𝑡ℎ
. Fol-

lowing the properties of linear optimization problem, we
designed the heuristics for Nimble and solve the integer
liner program (ILP). It provides minimal computational com-
plexity than other methods. We compare Nimble with other
methods - Oracle (requires prior microservice information)
and greedy solution.

3 Preliminary Results

We design an initial small-scale prototype to emulate the
Nimble framework and edge platforms by software wrapping
[7, 8, 14, 19]. In the current form, it shows some initial per-
formance advantages, but it may not be able to provide the
full functionalities of Nimble. The evaluation was done on
a 9 server m510 cluster of Intel Xeon D-1548, 2.0 GHz CPU
and 64 GB ECC Memory with DDR4 RAM on the CloudLab
testbed. We consider a client/server configuration to gen-
erate the microservices from hotel reservation application
and estimate the resource utilization. The hotel reservation
application is running on a single server and offloading the
microservices to other 8 edge-assisted servers to execute the
microservices effectively. The edge-assisted servers dwell
on Ubuntu 20.04 with Linux Kernel 4.15 and equipped with
Dual-port Mellanox ConnectX-3 10 GB NIC. For the genera-
tion of microservice workloads, the Poisson distribution is
considered with mean between 0 and 0.5.
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Experimental Setup. For the experiments, 50 edge-assisted
users are considered and they are equipped with IoT de-
vices running hotel reservation application [1]. The compute
power of IoT device is 0.7 GHz. The backhaul latency is
setup to be 0.0001 sec/KB [5, 25]. The total time to offload
and place the microservices to edge-assited servers are ar-
bitrarily originated between 25 and 50 ms. We vary P𝑡𝑜𝑡
within [20, 60]. The intermediate data generated between
microservices varies within the range of 1 and 10MB. The
latency of IoT devices is considered to be within 0.5-1s.
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Figure 1: Latency and resource utilization of Nimble.

Discussion. Fig. 1(a) represents the total latency (i.e., of-
floading, placing and executing) incurred by microservices
for hotel reservation application. The QoS-aware resource
management allows efficient execution of microservices with
Nimble, as Nimble provides fair amount of resources to mi-
croservices. We also measure the resource utilization of mi-
croservices. Nimble assists the edge-assisted users to place
and offload the microservices optimally, which allows them
to efficiently use the allocated resources and optimize the to-
tal resource management price. Therefore, Nimble provides
higher resource utilization in Fig. 1(b). Nimble is compared
with the existing methods Greedy and Oracle. We observe
that Nimble surpasses the other methods.
4 Future Directions
In future, we would like to evaluate Nimble with large-scale
experiments to explore it’s full functionality. The main idea
is to complete the full implementation of Nimble with dis-
tributed edge platforms with a large-scale CloudLab cluster.
We would like to explore other microservice applications
such as Social Network. We would also like to propose an
auto-tuning framework for microservices [16] by enforcing
dynamic re-configurations of applications.
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